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Abstract: The decomposition of curvature tensor field was studied by K.Takano [4]. The decomposability of
curvature tensor in Finsler manifold was studied by P.N, Pandey [2].
The purpose of the present paper is to decompose the normal projective curvature tensor N;ikh in recurrent Finsler

space and study the properties of conformal decomposition tensor.
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1. INTRODUCTION

We consider an n — dimensional Finsler space E, in which the Normal projective curvature tensor defined by [1 ]
, . 1 s
(1.1) kah = Hjlkh - n_ﬂylajHrrkh .

Contracting the indices i and h in equation (1.1) and using the fact that the tensor H},,, is positively homogeneous of
degree zero in y' , we have

(1.2) Nrxn = Hign
Transvecting (1.1) by y/ and using H},, y/ = Hy, , we get
(1.3) Nin ¥’ = Hiep -
The normal projective curvature tensor is skew-symmetric in its last two lower indices ,i.e.
(1.4) Nien = =Njp -
The normal projective curvature tensor satisfies the identities
(1.5) Nien + Ninj + Nije = 0.
(1.6) AaNjin + ANj + ANpy = 0.
Contracting the indices i and h in equation (1.1), we get
1 P
(1.7) Njie = Hjie = — y"0;Hyy -
Shalini Dikshit [1 ] defined a Finsler space in which the normal projective curvature tensor is recurrent, i.e.
(1.8) BaNjin = 2nNjien s Njien # 0 -
She also defined a Finsler space in which the normal projective curvature tensor is birecurrent ,i.e.

(1.9) BnBuNfin = QnnNjin -
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2. DECOMPOSITION OF NORMAL PROJECTIVE CURVATURE TENSOR IN FINSLER SPACE

Let us consider the normal projective tensor N, in the form

(2.1) Nien = X} Yin -

where X]-i is non-zero tensor and 1y, is skew symmetric decomposition tensor .

The space equipped with such decomposition of normal projective curvature tensor in recurrent Finsler space and denote
itbyR —F, .
Differentiating (2.1) covariantly with respect to x™ in the sense of Berwald, we get

(2.2) BNy = Bani Yen t inBn Yin -

Using (1.8) in (2.2), we get

(2.3) Aanikh = llani Yen t inBn Yin
where
(2.4) B, X = upXj .

From equation (2.1) and equation (2.3), we get
Aani Yin = llani Yin + inBn Yih

or

(2.9) By Ykn = (An = Hn) Yien -

Let us assume that A,, # u, , the equation (2.5) may be written as

(2.6) Bn Yk = Vn Ykn -
where
(2-7) Un = (An - “n) .

If the above equation (2.6) is true then (2.3) yield

A Njier, = liani Yin t invn Yin -

or

/1ani Yin = liani Yin T inVn Ykn -
or
(2.8) An Yien = (U + Vn) Yien -

Thus, we have

Theorem2.1. In NPR — E,, the necessary and sufficient condition for the decomposition tensor to be recurrent is that the
recurrence vector A, is not equal to recurrence vector p,, .

Let us assume that the recurrence vector A, is equal to recurrence vector u,, such that
(2.9) An =y

In view of (2.9) and (2.6) immediately reduces to

(2.10) By yrn = 0.

Using (2.10) in (2.2), we have

Bnlvjllch = Bani Ykh -
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or
(2.11) Banikh = llani Ykn -

Adding the expressions obtained by cyclic change of (2.11) with respect to the indices k, h and m, we have
(2.12) BnN;kh + BkNjihn + BhN}nk = in (Un Ykn + Bk Yan + Bn Ynk)-

In view of (1.6) , equation (2.12) reduces to

(2.13) in(ﬂn Yin i Yan + i Yni) = 0.

Since X} is non-zero tensor it implies

(U Yin + tie Yan + Un Ynr) = 0.

or

(2.14) A Yin + Ak Yin + A Yoi) = 0.

Theorem2.2. In NPR — E,, under the decomposition (2.1), if the vector 4,, is equal to u,,, the decomposition tensor
satisfies the identity (2.14).

Differentiating (2.11) covariantly with respect to x™ in the sense of Berwald and using (2.10), we get

(215) Bm ‘Banikh = Bm(.uani) Ykn = [(Bmﬂn))(ji + .un(‘Biji)] Yin -
In view of (2.4) the above equation may be written as
(216) Bm ‘Banikh = (Bm,“n + .un.um)in Yin -

Using (1.9) and (2.1), we get

(2.17) amani Ykn = Bmtin + llnlim)in Yk -
From (2.16) and (2.17), we have

(2.18) Amn = Binln + tnllm -

Thus, we conclude that

Theorem2.3.. In NPR — E,, under the decomposition (2.1), if the recurrence vector A,, is equal to recurrence vector u,,,
for which recurrence vector field u,, satisfies the condition (B, u,, + Unitm)# O .

Interchanging the indices m and n in (2.16) and subtracting the equation which obtained to (2.16), we have
(2.19) B, BmNjikh —Bn Banikh = (Bnbm — Bm.un)in Ykh-
Accordingly we state

Corollary2.1. In NPR — F,, under the decomposition (2.1), if the recurrence vector A,, is equal to recurrence vector u,,,
the normal projective curvature tensor satisfies the identity (2.19).

Differentiating (2.6) covariantly with respect to x™ in the sense of Berwald, we get
(2.20) Bin Bn Yin = (BmVn) Yin + "nBm Yin
= (BinAn — Bibtn) Yin + (An — Un)Bon Yicn-

In view of (2.6), the equation (2.20) may be written as

(2.21) B Bn Ykn = (Bmdn — Binbin) Yin + (An — Un)Vm Yicn -

or

(2.22) By By Yin = (Bindn — Binltn) Yien + (A — tn) (A — Han) Yien -
or
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(223) Bm Bn Ykh = (‘Bmﬂ'n - Bm.“n + ﬂ-nﬂ-m - )'n.um

_.unlm + /'ln/'lm) Ykn -

Theorem2.4. In NPR — E,, under the decomposition (2.1), the second order covariant derivative of decomposition tensor
Vi Satisfies the relation(2.23).

In view of (2.9), equation (2.23) immediately reduces to
(2.24) By By Ykn = 0.

Corollary2.2. In NPR — F,, the second order covariant derivative of decomposition tensor y,, vanish, if the vector A,, is
equal to u,, .

Differentiating (2.4) covariantly with respect to x™ in the sense of Berwald, we get
(2.25) B BnX] = (Bmbtn) X} + tn B X}

Using equation (2.4) in equation (2.25), we get

(2.26) B BuX] = Bunttn)X] + tnttm X} = Biutin + tnt) X/ .

Theorem2.5. In NPR — E,, under the decomposition (2.1), the second order covariant derivative of the tensor in satisfies
the relation(2.26).
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