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Abstract: Among worldwide, agriculture has the major responsibility for improving the economic contribution of 

the nation. However, still the most agricultural fields are under developed due to the lack of deployment of 

ecosystem control technologies. Due to these problems, the crop production is not improved which affects the 

agriculture economy. Hence a development of agricultural productivity is enhanced based on the plant yield 

prediction. To prevent this problem, Agricultural sectors have to predict the crop from given dataset using 

machine learning techniques. The analysis of dataset by supervised machine learning technique(SMLT) to capture 

several information’s like, variable identification, uni-variate analysis, bi-variate and multi-variate analysis, 

missing value treatments etc. A comparative study between machine learning algorithms had been carried out in 

order to determine which algorithm is the most accurate in predicting the best crop. The results show that the 

effectiveness of the proposed machine learning algorithm technique can be compared with best accuracy with 

entropy calculation, precision, Recall, F1 Score, Sensitivityand Specificity.  

Keywords: dataset, Machine learning-Classification method. 

I.   INTRODUCTION 

In developing countries, farming is considered as the major source of revenue for many people. In modern years, the 

agricultural growth is engaged by several innovations, environments, techniques and civilizations. In addition, the 

utilization of information technology may change the condition of decision making and thus farmers may yield the best 

way. For decision making process, data mining techniques related to the agriculture are used. Data mining is a process of 

extracting the most significant and useful information from the huge amount of datasets. Nowadays, we used machine 

learning approach with developed in crop or plant yield prediction since agriculture has different data like soil data, crop 

data, and weather data. Plant growth prediction is proposed for monitoring the plant yield effectively through the machine 

learning techniques.  

RELATED WORKS: 

1) ZHENG Guanghui1, Dongryeol RYU2,∗, JIAO Caixia1 and HONG Changqiao1: Estimation of Organic Matter 

Content in Coastal Soil Using Reflectance Spectroscopy  Research, 2015.  

Rapid determination of soil organic matter (SOM) using regression models based on soil reflectance spectral data serves 

an important function in precision agriculture. ―Deviation of arch‖ (DOA)-based regression and partial least squares 

regression (PLSR) are two modeling approaches to predict SOM. However, few studies have explored the accuracy of the 

DOA-based regression and PLSR models. 

2) Zhiqiang Cheng 1,2 ID , JihuaMeng 1,*, YanyouQiao 1, Yiming Wang 1,2, Wenquan Dong 1 and Yanxin Han 

1,2, Preliminary Study of Soil Available Nutrient Simulation Using a Modified WOFOST(Model and Time-Series 

Remote Sensing Observations), 2017. 
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The approach of using multispectral remote sensing (RS) to estimate soil available nutrients (SANs) has been recently 

developed and shows promising results. This method overcomes the limitations of commonly used methods by building a 

statistical model that connects RS-based crop growth and nutrient content. However, the stability and accuracy of this 

model require improvement. 

3) Ming Jin, Xiangnan Liu, Ling Wu, and Meiling Liu, Distinguishing Heavy-Metal Stress Levels in Rice Using 

Synthetic Spectral Index(Responses to Physiological Function Variations) , 2016.  

Accurately assessing the heavy-metal contamination in crops is crucial to food security. This study provides a method to 

distinguish heavy-metal stress levels in rice using the vari- ations of two physiological functions as discrimination indices, 

which are obtained by assimilation of remotely sensed data with a crop growth model. Two stress indices, which 

correspond to dailytotalCO2 assimilationanddry-matterconversioncoefficient were incorporated into the World Food 

Study (WOFOST) crop growth model and calculated by assimilating the model with leaf area index (LAI), which was 

derived from time-series HJ1-CCD data.  

4) ManashProtimGoswami ,BabakMontazer, and UtpalSarma, Member, IEEE, Design and Characterization of a 

Fringing Field Capacitive Soil Moisture Sensor, 2018. 

The optimization and imple- mentation of a fringing field capacitive soil moisture sensor using the printed circuit board 

technology. It includes the analysis of a novel configuration of an interdigital sensor for measuring soil moisture with two 

existing configurations. The optimized designs were simulated by using a 3-D finite-element method and fabricated by 

using a copper clad board. 

LIMITATION OF EXISTINGSYSTEM 

 It present a crop/weeds classification approach based on a three-steps procedure. The first step is a robust pixel-wise 

segmentation (i.e., soil/plant) and image patches containing plants are extracted in the second step. 

 a deep CNN for crop/weed classification is used. 

PROPOSED SYSTEM 

A. In this section of the report, you will load in the data, check for cleanliness, and then trim and clean your dataset 

for analysis. Make sure that you document your steps carefully and justify your cleaning decisions. 

 Our goal is push for assisting farmers, government using our predictions. All these publications state they have done 

better than their competitors but there is no article or public mention of their work being used practically to assist the 

farmers. If there are some genuine problems in rolling out that work to next stage, then identify those problems and try 

solving them. 

 It is targeted to those farmers who wish to professionally manage their farm by planning, monitoring and analyzing all 

farming activities. 

SYSTEM DESIGN 
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Pre Processing (Outlier Detection, Outlier 
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Building classification Model 

Prediction (crop prediction) 
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MODULES 

1. DATA VALIDATION AND PRE-PROCESSING TECHNIQUE 

2. EXPLORATION DATA ANALYSIS OF VISUALIZATION AND TRAINING A MODEL BY GIVEN 

ATTRIBUTES  

3. PERFORMANCE MEASUREMENTS OF LOGISTIC REGRESSION AND DECISION TREE ALGORITHMS 

4. PERFORMANCE MEASUREMENTS OF SUPPORT VECTOR CLASSIFIER AND RANDOM FOREST 

5. PERFORMANCE MEASUREMENTS OF KNN AND NAIVE BAYES 

6. GUI BASED PREDICTION OF CROP YIELD AND YIELD COST 

II.   MODULE DESCRIPTIONS 

1. DATA VALIDATION AND PRE-PROCESSING TECHNIQUE 

data validation process: 

Validation techniques in machine learning are used to get the error rate of the Machine Learning (ML) model, which can 

be considered as close to the true error rate of the dataset. If the data volume is large enough to be representative of the 

population, you may not need the validation techniques. However, in real-world scenarios, to work with samples of data 

that may not be a true representative of the population of given dataset. To finding the missing value, duplicate value and 

description of data type whether it is float variable or integer. The sample of data used to provide an unbiased evaluation 

of a model fit on the training dataset while tuning model hyper parameters. The evaluation becomes more biased as skill on 

the validation dataset is incorporated into the model configuration. The validation set is used to evaluate a given model, but 

this is for frequent evaluation. It as machine learning engineers uses this data to fine-tune the model hyper parameters. Data 

collection, data analysis, and the process of addressing data content, quality, and structure can add up to a time-consuming 

to-do list. During the process of data identification, it helps to understand your data and its properties; this knowledge will 

help you choose which algorithm to use to build your model. For example, time series data can be analyzed by regression 

algorithms; classification algorithms can be used to analyze discrete data. (For example to show the data type format of 

given dataset) 

 

PREPROCESSING 

Importing the library packages with loading given dataset. To analyzing the variable identification by data shape, data 

type and evaluating the missing values, duplicate values. A validation dataset is a sample of data held back from training 

your model that is used to give an estimate of model skill while tuning model's and procedures that you can use to make 

the best use of validation and test datasets when evaluating your models. Data cleaning / preparing by rename the given 

dataset and drop the column etc. to analyze the uni-variate, bi-variate and multi-variate process. The steps and techniques 

for data cleaning will vary from dataset to dataset. The primary goal of data cleaning is to detect and remove errors and 

anomalies to increase the value of data in analytics and decision making. 
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2. EXPLORATION DATA ANALYSIS OF VISUALIZATION AND TRAINING A MODEL BY GIVEN 

ATTRIBUTES  

Exploration data analysis of visualization: 

Data visualization is an important skill in applied statistics and machine learning. Statistics does indeed focus on 

quantitative descriptions and estimations of data. Data visualization provides an important suite of tools for gaining a 

qualitative understanding. This can be helpful when exploring and getting to know a dataset and can help with identifying 

patterns, corrupt data, outliers, and much more. With a little domain knowledge, data visualizations can be used to express 

and demonstrate key relationships in plots and charts that are more visceral and stakeholders than measures of association 

or significance. Data visualization and exploratory data analysis are whole fields themselves and it will recommend a 

deeper dive into some the books mentioned at the end.  

Sometimes data does not make sense until it can look at in a visual form, such as with charts and plots. Being able to 

quickly visualize of data samples and others is an important skill both in applied statistics and in applied machine 

learning. It will discover the many types of plots that you will need to know when visualizing data in Python and how to 

use them to better understand your own data. 

 How to chart time series data with line plots and categorical quantities with bar charts. 

 How to summarize data distributions with histograms and box plots. 

 How to summarize the relationship between variables with scatter plots. 

 

3.PERFORMANCE MEASUREMENTS OF LOGISTIC REGRESSION AND DECISION TREE ALGORITHMS 

Logistic Regression: 

It is a statistical method for analysing a data set in which there are one or more independent variables that determine an 

outcome. The outcome is measured with a dichotomous variable (in which there are only two possible outcomes). The goal 

https://en.wikipedia.org/wiki/Logistic_regression
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of logistic regression is to find the best fitting model to describe the relationship between the dichotomous characteristic of 

interest (dependent variable = response or outcome variable) and a set of independent (predictor or explanatory) variables. 

Logistic regression is a Machine Learning classification algorithm that is used to predict the probability of a categorical 

dependent variable. In logistic regression, the dependent variable is a binary variable that contains data coded as 1 (yes, 

success, etc.) or 0 (no, failure, etc.).  

Decision Tree: 

It is one of the most powerful and popular algorithm. Decision-tree algorithm falls under the category of supervised 

learning algorithms. It works for both continuous as well as categorical output variables. Assumptions of Decision tree: 

 At the beginning, we consider the whole training set as the root. 

 Attributes are assumed to be categorical for information gain, attributes are assumed to be continuous. 

 On the basis of attribute values records are distributed recursively. 

 We use statistical methods for ordering attributes as root or internal node. 

Decision tree builds classification or regression models in the form of a tree structure. It breaks down a data set into smaller 

and smaller subsets while at the same time an associated decision tree is incrementally developed. A decision node has two 

or more branches and a leaf node represents a classification or decision. The topmost decision node in a tree which 

corresponds to the best predictor called root node. Decision trees can handle both categorical and numerical data. Decision 

tree builds classification or regression models in the form of a tree structure. It utilizes an if-then rule set which is mutually 

exclusive and exhaustive for classification. The rules are learned sequentially using the training data one at a time. Each 

time a rule is learned, the tuples covered by the rules are removed.  

4. PERFORMANCE MEASUREMENTS OF SUPPORT VECTOR CLASSIFIER AND RANDOM FOREST 

Support Vector Machines (SVM): 

A classifier that categorizes the data set by setting an optimal hyper plane between data. I chose this classifier as it is 

incredibly versatile in the number of different kernelling functions that can be applied and this model can yield a high 

predictability rate. Support Vector Machines are perhaps one of the most popular and talked about machine learning 

algorithms. They were extremely popular around the time they were developed in the 1990s and continue to be the go-to 

method for a high-performing algorithm with little tuning. 

 How to disentangle the many names used to refer to support vector machines. 

 The representation used by SVM when the model is actually stored on disk. 

 How a learned SVM model representation can be used to make predictions for new data. 

 How to learn an SVM model from training data. 

 How to best prepare your data for the SVM algorithm. 

 Where you might look to get more information on SVM. 

Random Forest: 

Random forests or random decision forests are an ensemble learning method for classification, regression and other tasks, 

that operate by constructing a multitude of decision trees at training time and outputting the class that is the mode of the 

classes (classification) or mean prediction (regression) of the individual trees. Random decision forests correct for decision 

trees‘ habit of over fitting to their training set. Random forest is a type of supervised machine learning algorithm based 

on ensemble learning. Ensemble learning is a type of learning where you join different types of algorithms or same 

algorithm multiple times to form a more powerful prediction model. The random forest algorithm combines multiple 

algorithm of the same type i.e. multiple decision trees, resulting in a forest of trees, hence the name "Random Forest". The 

random forest algorithm can be used for both regression and classification tasks. 

https://www.geeksforgeeks.org/decision-tree/
https://en.wikipedia.org/wiki/Ensemble_learning
https://en.wikipedia.org/wiki/Random_forest
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The following are the basic steps involved in performing the random forest algorithm: 

 Pick N random records from the dataset. 

 Build a decision tree based on these N records. 

 Choose the number of trees you want in your algorithm and repeat steps 1 and 2. 

 In case of a regression problem, for a new record, each tree in the forest predicts a value for Y (output). The final 

value can be calculated by taking the average of all the values predicted by all the trees in forest. Or, in case of a 

classification problem, each tree in the forest predicts the category to which the new record belongs. Finally, the new 

record is assigned to the category that wins the majority vote.  

5. PERFORMANCE MEASUREMENTS OF KNN AND NAIVE BAYES 

K-Nearest Neighbor (KNN): 

K-Nearest Neighbor is a supervised machine learning algorithm which stores all instances correspond to training data 

points in n-dimensional space. When an unknown discrete data is received, it analyzes the closest k number of instances 

saved (nearest neighbors) and returns the most common class as the prediction and for real-valued data it returns the mean 

of k nearest neighbors. In the distance-weighted nearest neighbor algorithm, it weights the contribution of each of the k 

neighbors according to their distance using the following query giving greater weight to the closest neighbors.  

Usually KNN is robust to noisy data since it is averaging the k-nearest neighbors. The k-nearest-neighbors algorithm is a 

classification algorithm, and it is supervised: it takes a bunch of labeled points and uses them to learn how to label other 

points. To label a new point, it looks at the labeled points closest to that new point (those are its nearest neighbors), and has 

those neighbors vote, so whichever label the most of the neighbors have is the label for the new point (the ―k‖ is the 

number of neighbors it checks). Makes predictions about the validation set using the entire training set. KNN makes a 

prediction about a new instance by searching through the entire set to find the k ―closest‖ instances. ―Closeness‖ is 

determined using a proximity measurement (Euclidean) across all features.  

Naive Bayes algorithm: 

The Naive Bayes algorithm is an intuitive method that uses the probabilities of each attribute belonging to each class to 

make a prediction. It is the supervised learning approach you would come up with if you wanted to model a predictive 

modeling problem probabilistically. Naive bayes simplifies the calculation of probabilities by assuming that the 

probability of each attribute belonging to a given class value is independent of all other attributes. This is a strong 

assumption but results in a fast and effective method. The probability of a class value given a value of an attribute is 

called the conditional probability. By multiplying the conditional probabilities together for each attribute for a given class 

value, we have a probability of a data instance belonging to that class. To make a prediction we can calculate probabilities 

of the instance belonging to each class and select the class value with the highest probability.  

Naive Bayes is a statistical classification technique based on Bayes Theorem. It is one of the simplest supervised learning 

algorithms. Naive Bayes classifier is the fast, accurate and reliable algorithm. Naive Bayes classifiers have high accuracy 

and speed on large datasets. Naive Bayes classifier assumes that the effect of a particular feature in a class is independent 

of other features. For example, a loan applicant is desirable or not depending on his/her income, previous loan and 

transaction history, age, and location. Even if these features are interdependent, these features are still considered 

independently. This assumption simplifies computation, and that's why it is considered as naive. This assumption is called 

class conditional independence. 

6. GUI BASED PREDICTION OF CROP YIELD AND YIELD COST 

Tkinter is a python library for developing GUI (Graphical User Interfaces). We use the tkinter library for creating an 

application of UI (User Interface), to create windows and all other graphical user interface and Tkinter will come with 

Python as a standard package, it can be used for security purpose of each users or accountants. There will be two kinds of 

pages like registration user purpose and login entry purpose of users. In the example below 4 different algorithms are 

compared: 
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 Logistic Regression 

 Random Forest 

 Decision tree 

 Support Vector Machines 

 Now, the dimensions of new features in a numpy array called ‗n‘ and it want to predict the species of this features and 

to do using the predict method which takes this array as input and spits out predicted target value as output. 

 So, the predicted target value comes out to be 0. Finally to find the test score which is the ratio of no. of predictions 

found correct and total predictions made and finding accuracy score method which basically compares the actual values of 

the test set with the predicted values. 

Sensitivity: 

Sensitivity is a measure of the proportion of actual positive cases that got predicted as positive (or true positive). 

Sensitivity is also termed as Recall. This implies that there will be another proportion of actual positive cases, which 

would get predicted incorrectly as negative (and, thus, could also be termed as the false negative). This can also be 

represented in the form of a false negative rate. The sum of sensitivity and false negative rate would be 1. Let's try and 

understand this with the model used for predicting whether a person is suffering from the disease. Sensitivity is a measure 

of the proportion of people suffering from the disease who got predicted correctly as the ones suffering from the disease. 

In other words, the person who is unhealthy actually got predicted as unhealthy. 

Mathematically, sensitivity can be calculated as the following: 

Sensitivity = (True Positive) / (True Positive + False Negative) 

The following is the details in relation to True Positive and False Negative used in the above equation. 

 True Positive = Persons predicted as suffering from the disease (or unhealthy) are actually suffering from the disease 

(unhealthy); In other words, the true positive represents the number of persons who are unhealthy and are predicted as 

unhealthy. 

 False Negative = Persons who are actually suffering from the disease (or unhealthy) are actually predicted to be not 

suffering from the disease (healthy). In other words, the false negative represents the number of persons who are 

unhealthy and got predicted as healthy. Ideally, we would seek the model to have low false negatives as it might prove to 

be life-threatening or business threatening. 

The higher value of sensitivity would mean higher value of true positive and lower value of false negative. The lower 

value of sensitivity would mean lower value of true positive and higher value of false negative. For healthcare and 

financial domain, models with high sensitivity will be desired. 

Specificity: 

Specificity is defined as the proportion of actual negatives, which got predicted as the negative (or true negative). This 

implies that there will be another proportion of actual negative, which got predicted as positive and could be termed as 

false positives. This proportion could also be called a false positive rate. The sum of specificity and false positive rate 

would always be 1. Let's try and understand this with the model used for predicting whether a person is suffering from the 

disease. Specificity is a measure of the proportion of people not suffering from the disease who got predicted correctly as 

the ones who are not suffering from the disease. In other words, the person who is healthy actually got predicted as 

healthy is specificity. 

Mathematically, specificity can be calculated as the following: 

Specificity = (True Negative) / (True Negative + False Positive) 

The following is the details in relation to True Negative and False Positive used in the above equation. 
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 True Negative = Persons predicted as not suffering from the disease (or healthy) are actually found to be not suffering 

from the disease (healthy); In other words, the true negative represents the number of persons who are healthy and are 

predicted as healthy. 

 False Positive = Persons predicted as suffering from the disease (or unhealthy) are actually found to be not suffering 

from the disease (healthy). In other words, the false positive represents the number of persons who are healthy and got 

predicted as unhealthy. 

The higher value of specificity would mean higher value of true negative and lower false positive rate. The lower value of 

specificity would mean lower value of true negative and higher value of false positive. 

Prediction result by accuracy: 

Logistic regression algorithm also uses a linear equation with independent predictors to predict a value. The predicted value 

can be anywhere between negative infinity to positive infinity. We need the output of the algorithm to be classified variable 

data. Higher accuracy predicting result is logistic regression model by comparing the best accuracy.  

True Positive Rate(TPR) = TP / (TP + FN)  

False Positive rate(FPR) = FP / (FP + TN) 

Accuracy: The Proportion of the total number of predictions that is correct otherwise overall how often the model predicts 

correctly defaulters and non-defaulters. 

Accuracy calculation: 

Accuracy = (TP + TN) / (TP + TN + FP + FN) 

Accuracy is the most intuitive performance measure and it is simply a ratio of correctly predicted observation to the total 

observations. One may think that, if we have high accuracy then our model is best. Yes, accuracy is a great measure but 

only when you have symmetric datasets where values of false positive and false negatives are almost same.  

Precision: The proportion of positive predictions that are actually correct. (When the model predicts default: how often is 

correct?) 

 Precision = TP / (TP + FP) 

Precision is the ratio of correctly predicted positive observations to the total predicted positive observations. The question 

that this metric answer is of all passengers that labeled as survived, how many actually survived? High precision relates to 

the low false positive rate. We have got 0.788 precision which is pretty good. 

Recall: The proportion of positive observed values correctly predicted. (The proportion of actual defaulters that the model 

will correctly predict) 

 Recall = TP / (TP + FN) 

 Recall (Sensitivity) - Recall is the ratio of correctly predicted positive observations to the all observations in 

actual class - yes. 

F1 Scoreis the weighted average of Precision and Recall. Therefore, this score takes both false positives and false 

negatives into account. Intuitively it is not as easy to understand as accuracy, but F1 is usually more useful than accuracy, 

especially if you have an uneven class distribution. Accuracy works best if false positives and false negatives have similar 

cost. If the cost of false positives and false negatives are very different, it‘s better to look at both Precision and Recall. 

General Formula:  

 F- Measure = 2TP / (2TP + FP + FN) 

F1-Score Formula:  

 F1 Score = 2*(Recall * Precision) / (Recall + Precision) 
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III.   RESULT AND SCREENSHOTS 

 

 

IV.   CONCLUSION 

The analytical process started from data cleaning and processing, missing value, exploratory analysis and finally model 

building and evaluation. Finally we predict the crop using machine learning algorithm with different results. This brings 

some of the following insights about crop prediction. As maximum types of crops will be covered under this system, 

farmer may get to know about the crop which may never have been cultivated and lists out all possible crops, it helps the 

farmer in decision making of which crop to cultivate. Also, this system takes into consideration the past production of 

data which will help the farmer get insight into the demand and the cost of various crops in market.  
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